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Abstract—Subwavelength imaging of the near field of a magnetic line-source excitation is studied for several wire-medium (WM) lens topologies using complex-plane analysis of the radiation integral. Nonlocal homogenization is used for the wire medium, resulting in an analytical expression for the transfer function of the lens. It is shown that by evaluating the Sommerfeld integral of the transmitted field in terms of the discrete and continuous spectra, a general framework for better understanding of electromagnetic phenomena involved with subwavelength imaging is obtained for a WM slab, and for a wire medium loaded with graphene monolayers and periodic arrays of graphene patches, demonstrating the interplay of the discrete and continuous spectral components in different operating regimes of the lenses. The imaging with a stack of silver slabs is also considered for comparison purposes.
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I. INTRODUCTION

THE Abbe–Rayleigh diffraction limit restricts the resolution of conventional optical lenses. In order to overcome the traditional limitation on lens performance, various subwavelength near-field imaging techniques have been proposed. One well-known solution is to use a metamaterial lens exhibiting a negative refractive index. In 1968, Veselago [1] introduced the concept of a material simultaneously having negative values of permittivity (ε) and permeability (μ), known as a negative index material (NIM). Following this idea, Pendry [2] proposed the NIM-based perfect lens in 2000. A flat lens made from Veselago material with the relative values of both ε and μ equal to −1 can effectively amplify the exponentially decaying evanescent spatial harmonics of a source field, and thus, focus both the evanescent and propagating spectra in a narrow frequency band [2]. Also, in [3] and [4], time reversal has been studied in relation to negative refraction, demonstrating subwavelength imaging for a time-reversed signal. High sensitivity to loss (the imaginary part of ε and μ) and energy dissipation lead to severe challenges in practical realization of double-negative materials [5]. Thus, the term “super lens” (rather than “perfect lens”) is used for lenses made from, e.g., a plasmonic silver film [6], [7], magnetoinductive lens [8], [9], and a swiss-roll structure [10]. The physical mechanism behind the super lenses is described as an amplification of the evanescent field from the source due to excitation of coupled surface plasmon-polaritons which are supported at the interfaces of the slab. Unfortunately, such lenses are restricted to an extremely short distance between the source, lens, and image, and have a narrow resonant frequency range. However, in general, subwavelength imaging lenses have important potential biomedical and microelectronics applications in subdiffraction microscopy, lithography, tomography, sensing, and nondestructive characterization of materials [11]–[17]. As a perfect imaging device with super resolution, Maxwell’s fish-eye lenses have also been proposed and studied based on non-Euclidean transformation optics in [18].

Indeed, the physical effects necessary for Pendry’s subwavelength imaging take place predominately at the lens interfaces, and generally not within the metamaterial volume. Thus, it is also possible to utilize metasurfaces (quasi-2-D) or far-subwavelength thin sheets, perhaps patterned, which can support surface-wave (SW) modes (surface plasmon-polaritons) within a wide range of tangential propagation wavenumbers $k_t > k_0$, instead of bulk materials [19]–[25].

Graphene, as a single atomic layer of carbon atoms with unique electronic, mechanical, and optical properties [26]–[31], has been proposed for different applications [32]–[38]. Excitement over graphene is often related to the fact that its material response can be tuned either passively by doping and various chemical/structural surface modifications, or actively by an external static electric or...
magnetic field [29]. Recently, Li and Taubner [39] presented a frequency tunable graphene lens, in which the enhancement of evanescent waves for subwavelength imaging is realized by the coupled surface plasmons supported by the graphene sheets. It should be noted that the performance of the lens sensitively depends on the distance between the graphene sheets, and the resolution reduces rapidly when the thickness of the lens is increased.

Another metamaterial lens with artificially engineered properties has been proposed in [40]–[43]. The idea is that both evanescent and propagating harmonics are transformed into transmission-line modes along the wires of a wire-medium (WM) slab, without resonant coupling and excitation of SWs of the WM which would result in the overamplification of some spatial harmonics and destruction of subwavelength imaging. It is based on the principle of canalization of the near field and does not involve the enhancement of evanescent waves [44]. The loss sensitivity of this structure is remarkably small, and the resolution is restricted only by the periodicity of the wires. It has been shown that the thickness of the wire medium should be an integer number of half wavelengths to satisfy the subwavelength imaging condition. This technique has been theoretically predicted and confirmed experimentally in [45]. It has been shown that due to the employment of metal, the properties of this lens cannot be tuned after fabrication, and the lens has narrow spectral bandwidth.

In [46], it was proposed a WM slab loaded with graphene sheets (GSs) that provides simultaneously both of the aforementioned subwavelength imaging properties of the wire medium and graphene. This lens has the potential advantages of widely tunable subwavelength imaging, and the possibility of obtaining an image even if the distance between the two graphene sheets is a significant fraction of a wavelength. In addition, the structure shows a remarkable improvement in comparison to other subwavelength imaging devices in terms of bandwidth and sensitivity to the position of the source.

It has been shown that graphene is conformable to diverse patterning schemes, resulting in interesting properties. Patterned graphene has the capability to be used in various applications such as transparent electrodes, field-effect transistors, and biosensors and energy devices. Nanoscale graphene patches (GPs), unlike a uniform graphene monolayer which is intrinsically inductive at energies below the interband transition [35], has dual capacitive/inductive properties in the low-terahertz (THz) spectrum [47], [48]. The required capacitive/inductive reactance of GPs can be obtained by a proper selection of the gap distance between patches, patch periodicity, and Fermi energy level of graphene. In [49], this unique property is exploited to design a dual-band subwavelength imaging device. A WM slab loaded with GPs can support subwavelength imaging simultaneously at two distinct tunable frequencies.

In this paper, we study subwavelength imaging in WM-type metamaterial lenses from the standpoint of the Sommerfeld excitation problem [50], where the imaging properties of the lens are accessed using a magnetic line source and considering the half-power beamwidth (HPBW) of the field at the image plane [46], [49], [51]. The radiation integral of the transmitted magnetic field is evaluated using complex-plane analysis, where the original Sommerfeld integration path is deformed into the steepest descent path (SDP). The discrete (due to SW poles) and continuous [due to the branch cut (BC) contribution] spectra are identified, and dynamics of their relationship is studied in detail for different types of WM lenses. The main contribution of the paper concerns an in-depth analysis of subwavelength imaging phenomena by a careful study of excitation of the discrete and continuous spectra, as traditionally has been carried out for many challenging electromagnetic problems. A decomposition of the near field into a discrete spectrum (DS) and a continuous spectrum (CS) yields a very convenient rigorous explanation of the physical processes involved with electromagnetic phenomena due to the apparent physical meaning of these terms [52], and also creates a general framework not only for WM-type metamaterial lenses but also for other interesting phenomena involved with excitation of metamaterials. In particular, the common explanation of subwavelength imaging is related to the enhancement of evanescent waves through the resonant and nonresonant (due to absorption or losses) coupling to coupled SWs at the interfaces of the lenses [2], [7], [8], [19], [39], [46], [49], [51], [53], and here we find that evaluating the Sommerfeld integral of the transmitted field in terms of the DS and CS adds a more nuanced understanding of the physics of subwavelength imaging. This paper is organized as follows.

In Section II, we present the Sommerfeld radiation integral for the calculation of the magnetic field at the image plane, based on a nonlocal homogenization model for the wire medium. In Section III, the complex-plane analysis of the Sommerfeld excitation problem is presented. Subwavelength imaging for different WM topologies is studied in Section IV based on the analysis of the DS and CS. Validation of our results by comparison with commercial electromagnetic simulator is also provided in this section. Conclusions are finally drawn in Section V. A time dependence of the form $e^{-i\omega t}$ is assumed and suppressed.

II. IMAGING STRUCTURE

The basic geometry is shown in Fig. 1, consisting of a set of vertical wires (wire medium) terminated with GPs. From this core geometry the following other structures, obtainable as limiting cases, will be studied: 1) the GPs are absent, resulting in simply a wire medium and 2) the GPs merge together to form a continuous graphene surface (GS).

An infinite magnetic line source is oriented along the $y$-direction and placed at a distance $d$ from the upper interface of the structure [Fig. 1(a)]. The magnetic current density of the line source is $J_m = I_0 \delta(z - d) \delta(x) \hat{y}$, resulting in the incident magnetic field $H(x, z) = H_{y, inc}(x, z) \hat{y}$, with

$$H_{y, inc}(x, z) = -\frac{I_0 k_0^2}{4 \alpha \mu_0} H_0^{(2)}(k_0 \sqrt{x^2 + (z - d)^2})$$

(1)

where $H_0^{(2)}$ is the zero-order Hankel function of the second kind and $k_0$ is the wavenumber of free space. The transmitted magnetic field at a distance $d$ from the lower interface of the
structure [as shown in Fig. 1(b)] is obtained as the following Sommerfeld-type integral [51]:

\[
H_y(x) = \frac{I_0 k_0^2}{j \pi \omega \mu_0} \frac{1}{2 \gamma_0} e^{-\gamma_0 (2d)} T(\omega, k_x) \cos(k_x x) \, dk_x
\]

where \( \gamma_0 = (k_x^2 - k_0^2)^{1/2} \) is the vertical propagation constant in free space and \( T(\omega, k_x) \) is the transfer function obtained with the nonlocal homogenization model for a general case of a bilayer mushroom structure loaded with graphene sheets or graphene nanostructured patch array in [46] and [49].

III. COMPLEX-PLANE ANALYSIS OF SOMMERFELD INTEGRAL

Given the even parity of the integrand in (2), the integration path of the above Sommerfeld integral can be extended to \( C : (-\infty, \infty) \) as shown in Fig. 2(a), and closed in the lower half \( k_x \)-plane using a semicircle at \( |k_x| \rightarrow \infty \). Using Cauchy’s residue theorem, the integral is then written as a sum of residues and a BC integral [Fig. 2(a)]. Defining

\[
F(k_x) = \frac{I_0 k_0^2}{j \pi \omega \mu_0} \frac{1}{4 \gamma_0} e^{-\gamma_0 (2d)} T(\omega, k_x)
\]

then

\[
H_y(x) = \int_{-\infty}^{\infty} F(k_x) e^{-j k_x x} \, dk_x
\]

\[
= -2\pi j \sum_{p=1}^{N_p} \text{Res}(F(k_x = k_{x,p})) e^{-j k_{x,p} x}
\]

\[
+ \int_{C_b} F(k_x) e^{-j k_x x} \, dk_x
\]

where \( N_p \) is the number of discrete proper poles (located on the top Riemann sheet of the Sommerfeld complex plane) of \( T(\omega, k_x) \). The proper poles shown in Fig. 2(a) correspond to the usual case of forward bound modes (in the general lossy case they are located in the fourth quadrant). If the modes were backward, they would be located in the third quadrant (or along the negative real axis).

The integral along the path \( C_b \) can be further deformed to \( C_0 \) formed by two vertical ascending and descending paths (ending/starting at the branch point \( k_x = k_0 \)) that make up the SDP, as shown in Fig. 2(b). The ascending path lies on the bottom sheet while the descending path lies on the top sheet, such that

\[
\int_{C_b} F(k_x) e^{-j k_x x} \, dk_x = -2\pi j \sum_{q=1}^{N_q} \text{Res}(F(k_x = k_{x,q})) e^{-j k_{x,q} x}
\]

\[
+ \int_{C_0} F(k_x) e^{-j k_x x} \, dk_x
\]

where \( N_q \) are the improper poles of \( T(\omega, k_x) \) captured in the deformation of \( C_b \) to \( C_0 \) (which are commonly known as physically meaningful leaky poles) [54]. The integral along the vertical paths \( C_0 \) can be computed in the following convenient way:

\[
\int_{C_0} F(k_x) e^{-j k_x x} \, dk_x = e^{-j k_0 x} \int_0^{\infty} [F^+(s) - F^-(s)] e^{-sx} \, ds
\]

where the sign \( \pm \) in \( F^\pm \) above stands for the positive/negative value of the square root that defines \( \gamma_0 \) on the top/bottom
Riemann sheet (in this case, the definition of the square root is taken as the standard one defined in most programming languages; namely, the real part is always positive). This latter integral is rapidly convergent because of its exponentially decaying integrand, such that (5) provides an efficient way to compute the BC integral in (4) provided that no physically decaying modes are captured (in the numerical examples shown below, no leaky modes are captured).

In the following sections the direct numerical integration along C in Fig. 2 (equivalently, the similar path from 0 → ∞ in (2)) will be denoted as “Num.” The DS will denote the proper residue series in (4), and the CS will denote the contribution from the BC integral $C_b$ in (5), evaluated via (6) (it is worthwhile to note here that the CS actually accounts for all the effects not directly expressible as the sum of exponentials that comprises the DS).

It is key to note here that the relevance of the DS and the CS can be anticipated by using some simple reasonings based on the value of the normalized wavenumber of the SW modes. It should be considered that the physical relevance of the DS is basically determined by the “distance,” $d_C$, of its corresponding poles in the Sommerfeld complex plane to the original real-axis integral path $C$ in (4), as discussed in [54, Sec.III]. This rationale comes from the fact that only poles whose associated distance $d_C$ is small would be captured in the deformation of the original path to the SDP. Thus, for instance, $d_C → 0$ for proper poles located on the real axis in Fig. 2; however, $d_C$ would be large for an improper pole whose real part is greater than $k_0$. Another important “distance,” $d_{k_0}$, [in this case, Euclidean distance shown in Fig. 2(b)] to be considered is closeness of the pole to the branch point $k_0$, such that if the pole is very close to $k_0$ (in our experience, $d_{k_0} \lesssim 0.01k_0$), then its contribution is almost completely subsumed in the branch-point contribution. This fact leads to an enhancement of the CS rather than the DS, in similarity to the discussions provided in [52] and [53] on the effect of the proximity of pole and branch-point singularities to the saddle point in the asymptotic evaluation of diffraction integrals. In the usual case when the SW pole is not close to the branch point ($d_{k_0} \gtrsim 0.01k_0$) but close to the original integration path (the pole is then located on the real axis or very close to it; in our experience, $d_C \lesssim k_0$), the DS is expected to be significant. If the SW pole is located far from the real axis ($d_C \gtrsim k_0$), then the DS would be almost negligible due to the high attenuation constant of its associated mode. Another interesting and common situation that appears in the present problem due to the periodic intrinsic nature of the media under analysis is the existence of SW poles on the real axis (or very close to it), but very far from the branch points ($|\text{Re}(k_s)/k_0| \gg 1$). The presence of these poles is not expected to contribute significantly to the DS since their corresponding residue is found to decrease as they are approaching the limit of the first Brillouin zone ($|\text{Re}(k_s)/k_0| → k_0/2D$).

As a summary of the above discussion, if $d_{k_0} \lesssim 0.01k_0$ the “discrete” mode manifests itself as the CS, and for $d_{k_0} \lesssim k_0$ and $d_{k_0} \gtrsim 0.01k_0$ it is the DS (and for $d_C \gtrsim k_0$ or $|\text{Re}(k_s)/k_0| \gg 1$ it has a minimal contribution to the total field due to a negligible value of its residue). An important conclusion of the above discussion is that there is no general simple explanation of the involved subwavelength imaging phenomena, and different possibilities arise which can be better understood on the basis of the DS + CS decomposition.

IV. Discrete and Continuous Spectrum in Subwavelength Imaging

A. Isolated Wire-Medium Slab

A WM slab with period $D = 215$ nm formed by wires with radius $r_0 = 21.5$ nm is considered (with terminating patches). The thickness of the structure is $h = 7894.737$ nm and the wires are embedded in a host medium with $\varepsilon_h = 1$ (air). We begin with the analysis of the dispersion behavior of the relevant even and odd SW modes supported by the structure, obtained as zeros of the denominators in the expressions for the reflection coefficients [see [49, eqs. (9) and (10)]] in the limiting case of $\sigma_s → 0$. In Fig. 3, it can be seen that around 19 THz the normalized wavenumber of the even proper bound mode increases very quickly, eventually meeting another proper mode at a slightly higher frequency to give rise to a pair of complex-conjugate modes. These complex modes with a very large attenuation constant ($|\text{Im}(k_s/k_0)|$) account for the stopband for even modes and do not play any physical role in the subwavelength imaging process; hence they are not shown in Fig. 3. It is interesting that the dispersion of the odd SW mode shows that around the frequency of the stopband for the even mode is the cutoff frequency for the odd mode. This observation is critical in the analysis to follow.

In Fig. 4, we present results for the square normalized magnitude of the magnetic field at the image plane ($d = 150$ nm) calculated for different frequencies, along with the magnitude of the transfer function. Also shown in Fig. 4(a)–(e) are the individual results of the DS and CS computations, together with the total field resulting from the sum of both contributions (DS + CS). In Fig. 4(a), for validation purposes, it is also shown the direct numerical evaluation (“Num”) of the original Sommerfeld integration (2). An excellent agreement is found between the time-consuming direct evaluation of (2) and the low-computationally demanding results of DS + CS. This excellent agreement is also found...
Fig. 4. (Color online) Square normalized magnitude of the magnetic field for WM slab at the image plane with $d = 150$ obtained for different frequencies. (a) 16 THz. (b) 18 THz. (c) 18.5 THz. (d) 19 THz. (e) 21 THz. (f) Transfer function results (as response to evanescent waves from the source) for all of the above cases.

for all of the other examples considered in this paper, and thus it will not be explicitly shown. Additionally, as a representative example, in Fig. 4(d) it is also shown a comparison of our DS + CS field and the one obtained using the full-wave simulator CST Microwave Studio [56]. Again, the agreement of our results and CST data is quite good. This good agreement with CST results have also been found for all other cases treated in this paper, and thus this comparison will only be presented for a few representative cases.

An important first consideration is that excitation of both even and odd SW modes should be taken into account in the analysis, and the dynamics of SW poles versus frequency is important in understanding the relationship between the DS and CS contributions to the total field. It can be seen that at 16 THz (and below; not shown in Fig. 4), the DS field is relatively significant, and constant along the image plane (in lossless structures, and assuming the existence of only one proper real SW mode, the magnitude of the DS field is constant with varying phase). This substantial DS field is caused by the excitation of the even proper forward mode with a wavenumber $k_x/k_0 \approx 3.75$ (Fig. 3), as explained above. The degree to which the DS is excited becomes an important issue in subwavelength imaging, such that the total field (DS + CS) is oscillating at 16 THz around the value corresponding to the DS field [Fig. 4(a)]. There is also an odd mode, improper real at this frequency (Fig. 3), that does not contribute to the DS field. The CS field only dominates the DS field in the vicinity of the image, and then is rapidly decaying.
The magnitude of the transfer function at this frequency is shown in Fig. 4(f), and although its nonflat nature informs us that imaging would not be good at this frequency, it does not provide the more detailed information given by the spectrum decomposition shown in Fig. 4(a).

As we increase frequency to 18 and 18.5 THz, the DS field becomes smaller (smaller value of the residue at larger values of wavenumber $k_x/k_0$), and the CS field tends to approximate the total field [Fig. 4(b) and (c)]. Although the transfer function results corresponding to these two frequencies are rather similar to that corresponding to 16.0 THz [Fig. 4(f)], it is clear that imaging at these latter frequencies is a lot better than at 16 THz, which points out that the behavior of the transfer function by itself does not provide enough information to qualitatively judge imaging ability.

At 19 THz, corresponding to the stopband for the proper bound real even mode (where $d_C \gg k_0$), the DS field is extremely small and the CS field captures the behavior of the total field [Fig. 4(d)]. In this case, the CS field is highly enhanced since $d_{k_0} \ll 1$ as the improper real pole of the odd mode is very close to the branch point in the $k_x$ complex plane (the branch point at $k_x = k_0$, associated with the vertical propagation constant $\gamma_0 = (k_x^2 - k_0^2)^{1/2}$, corresponds to the cutoff frequency of the odd mode). It should also be noted that this improper real pole is not captured in the deformation from $C_p$ to $C_0$ because the position of the pole in the bottom Riemann sheet is to the right of the branch point. At 19 THz the odd mode is moving from the improper Riemann sheet to the proper Riemann sheet so that above 19 THz it will begin to contribute to the DS. It should be noted that in the commonly used explanation of subwavelength imaging phenomena the operating frequency is typically selected very close to the frequency of the stopband for proper real bound modes, such that the density of guided modes at this frequency is extremely large which results in a resonant interaction with the near field independent of its spatial variation (see [51]). However, we should point out that the DS field corresponding to these proper bound modes is extremely small in this case (as mentioned above), and the imaging process is due to coupling to the odd proper bound mode with the pole located very close to the branch point which enhances the CS field. The results in Fig. 4(d) clearly demonstrate that the total field is the CS field at the frequency of optimum image formation (i.e., 19 THz), with the HPBW value of 0.112λ.0. This indeed is consistent with the principle of canalization with WM discussed in [57]. At this frequency the near field of the source is coupled directly to the TEM modes of the wire medium, and is canalized along the wires without resonant coupling to SW modes. However, at other frequencies shown in Fig. 4 the CS field is significant and contributes to the total field, meaning that a part of the near field is directly coupled to the TEM modes of the wire medium, despite the fact of the presence of the DS field. Fig. 4(f) reveals that at this optimum frequency, the transfer function has a flat behavior. However, despite the great differences in the transfer functions observed at 18.5 and 19.0 THz, the corresponding square normalized magnitudes of the magnetic field at the image plane are not so different, especially when comparing the values of the square normalized magnitude above 0.4. Another interesting observation in Fig. 4(a)–(d) is that the CS field has a very similar behavior. However, this fact is due to the normalized vertical scale employed in the figures. The absolute value of the CS is increasing from 16 to 19 THz, and then it starts to decrease again.

With an increase in frequency to 21 THz (within the even mode stopband), there is a weak DS field and a significant CS field due to excitation of the odd proper real bound mode with $k_x/k_0 = 1.0084$ (very close to the branch point, which makes the DS field hardly relevant). At this frequency, there are also two complex modes: proper forward complex with $k_x/k_0 = 0.2863 - j 26.006$ and proper backward complex with $k_x/k_0 = -0.2863 - j 26.006$, which do not contribute to the DS field due to a large value of the attenuation constant.

Summing up, the above discussions make it apparent that in the present case of WM the flat behavior of the transfer function is found to be related to the absence of DS (or equivalently, the full predominance of the CS) in the spectral decomposition of the total magnetic field. However, this applies to the WM case, and should not be considered as a general rule for all of the variants of structure depicted in Fig. 1, as will be discussed in the examples to follow. Also, for comparison, in the Appendix we present the results of subwavelength imaging with a stack of silver slabs at 900 THz demonstrating that the DS field strongly dominates the CS field, which is consistent with the commonly used explanation related to the excitation of coupled surface-plasmon polaritons at the interfaces of the silver slabs [2], [7].

B. Wire-Medium Slab Loaded With Continuous Graphene Sheets

Here we study a WM slab terminated with continuous graphene sheets [46], with $\varepsilon_h = 1$, $D = 215$ nm, $r_0 = 21.5$ nm, and $h = 2400$ nm. Graphene is characterized by its complex surface conductivity, which is modeled with the Kubo formula using closed-form expressions for the interband and intraband contributions [26]. In our calculations,
the following parameters for graphene have been used: the temperature, $T = 300$ K, the momentum relaxation time, $\tau = 0.5$ ps, and the chemical potential, $\mu_c = 1.5$ eV.

The dispersion curves shown in Fig. 5 are obtained as zeros of the denominators in the expressions for the reflection coefficients [see [49, eqs. (9) and (10)]] in the limiting case of $g \to 0$. The relevant modes of the structure in the considered frequency range are one even and one odd proper bound modes (both modes of forward nature). The dispersion behavior of these even and odd SW modes is shown in Fig. 5. The even SW mode has a negligible attenuation constant and a normalized phase constant $\text{Re}(k_x/k_0)$ that ranges from 1.0072 at 6.0 THz to 1.21 at 29.0 THz. As shown in Fig. 5, the normalized phase and attenuation constants of the odd proper bound mode increase monotonically with frequency up to around 19.6 THz, the stopband for odd modes. At this frequency, the odd proper bound mode merges (outside the limits of the plot) with another proper complex backward mode with a large attenuation constant, which does not play any physically meaningful role in subwavelength imaging phenomena at lower frequencies. The combination of these two odd modes gives rise to a new pair of complex modes also without any relevant physical meaning due to its high attenuation constant, with only one of this pair of complex modes plotted for frequencies above 19.6 THz.

The study of the spectral decomposition of the square normalized magnitude of the magnetic field at the image plane with $d = 150$ nm is shown in Fig. 6. At 16 THz two proper bound modes are excited: even mode with $k_x/k_0 = 1.0541 - j0.00047$ and odd mode with $k_x/k_0 = 4.3113 - j0.2231$, which is reflected in the transfer function at this frequency plotted in Fig. 6(f) (two maxima of $T(\omega, k_x)$ are observed.

Fig. 6. (Color online) Square normalized magnitude of the magnetic field for a WM slab loaded with continuous graphene sheets at the image plane with $d = 150$ nm. (a) 16 THz. (b) 18 THz. (c) 19 THz. (d) 19.6 THz. (e) 21 THz. (f) Transfer function results are shown for all of the above cases.
at the pole locations). As shown in Fig. 6(a), this results in a periodic behavior of the DS field (interference of two SW modes) with a small decaying behavior caused by the small imaginary parts of the involved complex poles. Since the CS is not very relevant at this frequency, the DS field tends to approximate the total magnetic field forming two maxima in the vicinity of the image.

With the increase of frequency to 18 THz [Fig. 6(b)] the normalized wavenumber of the odd mode increases to \( k_x/k_0 = 9.2009 - j0.8154 \), which results in a decrease of its residue. At the same time, the residue of the even-mode pole remains almost unchanged since it has slightly moved to \( k_x/k_0 = 1.0698 - j0.00054 \). The combined effect of these two even and odd modes leads to a relatively small DS field.

At 19 THz the wavenumber of the odd mode becomes very large, \( k_x/k_0 = 18.413 - j2.812 \), and with a high attenuation constant. As \( d_C \gg k_0 \), it means that this pole has almost no effect in the transfer function, as shown in Fig. 6(f). Since the value of the normalized wavenumber of the even mode \( k_x/k_0 = 1.0785 - j0.00058 \) has not changed very much, the magnitude of the DS field is constant since it is dominated by the residue of this even proper mode. Interestingly, the fact that phases of the DS and the CS fields are almost the same \((\approx k_{0X})\) makes the magnitude of the DS + CS field determined by the sum of the magnitudes of the DS and the CS fields. It makes the decaying behavior of the total field to follow the one of the CS field, although the value of the total field has an offset caused by the almost constant-value DS field [Fig. 6(c)].

At this frequency, the data computed using CST Microwave Studio are also plotted, showing good agreement with our values for the total field. As we approach the frequency of the stopband for the odd proper bound mode, 19.6 THz, the only even mode is excited with \( k_x/k_0 = 0.841 - j0.00061 \), which results in the constant value of the DS field [Fig. 6(d)], with the HPBW value of 0.12\(\lambda_0\). At 21 THz [Fig. 6(e)], the even mode is excited with \( k_x/k_0 = 1.0982 - j0.00067 \), which is a value that is starting to be far from the branch point and then it affects less the CS and simultaneously enhances the relative relevance of the DS. This combined effect starts to deteriorate the imaging, which gets worse as frequency increases.

By comparing the results of the WM and WM with graphene sheets it can be seen that the CS field is always present. This is due to the low-dispersion nature of the odd SW mode of the WM and the even SW mode of WM with graphene sheets, having poles located close to the branch point for a wide range of frequencies. However, unlike the WM case, the DS plays a more significant role in the presence of the graphene surface (e.g., compare Figs. 4 and 6).

C. Wire-Medium Slab Loaded With Graphene Patches

The WM slab loaded with GPs is analyzed with the following structural parameters: \( T = 300 \) K, \( \varepsilon_b = 1 \), \( \tau = 0.5 \) ps, \( D = 215 \) nm, \( g = 21.5 \) nm, \( r_0 = 21.5 \) nm, \( \mu_c = 0.5 \) eV, and \( h = 2400 \) nm, with the analytical expressions of the transfer function and the surface impedance of periodic GPs given in [49].

The dispersion behavior of the even and odd physically meaningful modes of the structure at the considered frequency range are shown in Fig. 7(a) and (b), respectively. There are three even modes and two odd modes which are excited and contribute to the field at the image. There are two frequency regimes of subwavelength imaging with such a lens related to capacitive/inductive behavior of the GPs [47], [49].

The results for the WM slab loaded with GPs operating in the capacitive regime are shown in Fig. 8. Although not explicitly shown in this figure, numerical integration results (along the original Sommerfeld path) show again an excellent agreement with the DS + CS computation at all frequencies. At 22.5 THz two even modes \["even2" and "even3" in Fig. 7(a)] with wavenumbers \( k_x/k_0 = 1.8448 - j0.2003 \) (proper forward) and \( k_x/k_0 = -4.4425 - j0.7131 \) (proper backward) and one odd proper backward mode \["odd2" in Fig. 7(b)] with \( k_x/k_0 = -16.0490 - j0.4460 \) are excited. The contribution to the DS field by the odd mode is small (small value of residue due to a large real part of the normalized wavenumber). The decaying oscillatory nature of the DS field is due to the complex-valued poles of the even modes [Fig. 8(a)], which approximate well the total field. The relative small weight of the CS comes from the fact that there is not any pole close to the branch points that helps to enhance its effect. By slightly increasing the frequency to 22.65 THz [Fig. 8(b)], the DS field rapidly reduces due to increase in the attenuation constants of the even modes: for the proper forward mode, \( k_x/k_0 = 2.0434 - j0.4426 \), and for the proper backward
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mode, $k_x/k_0 = -3.6586 - j0.9907$. At 22.8 THz, the DS field is decaying even further due to increased attenuation constants ($k_x/k_0 = 2.0544 - j0.8844$, and for the proper backward mode, $k_x/k_0 = -3.0266 - j1.4789$), resulting in better subwavelength imaging resolution, as shown in Fig. 8(c), with the HPBW value of $0.12\lambda_0$. This figure also shows the data computed using CST Microwave Studio, again in good agreement with our values for the DS + CS field. In all the cases the CS field is very small in comparison to the DS field. The significance of the DS field is explained by the presence of forward and backward proper complex modes with moderate values of the real and imaginary parts of propagation constant, wherein a combined effect of these modes results in a strong residue field which is rapidly decaying away from the source.

We should also point out here that the shape of the total field follows the concave behavior of the DS field, which dominates the CS field in the case considered above. This is in contrast to the examples of WM and WM with continuous graphene sheets where the total field follows the convex shape of the CS field, which is dominant over the DS field.

In Fig. 9, the results are for the case of a WM slab with GPs operating in the inductive regime. It is interesting to observe that the slight change in frequency gives a very different field distribution at the image. In comparison to the previous case (capacitive regime of the lens), here the CS field dominates over the DS field in the vicinity of the image, and tends to approximate the total field [at 25.9 THz as shown in Fig. 9(b)], with the HPBW value of $0.16\lambda_0$. This is due to the location of the proper pole corresponding to “even1” mode, which is now very close to the branch point. The poles corresponding to modes “even2,” “odd1,” and “odd2” are also considered in these computations.

V. CONCLUSION

In this paper, the complex-plane analysis of the Sommerfeld integral for a magnetic line-source over different WM topologies and its contribution to subwavelength imaging phenomena are addressed. Geometries include subwavelength imaging in an isolated WM slab, a WM slab loaded with continuous graphene sheets, and a WM slab loaded with GPs.
Complex-plane analysis has been performed to separate the field into discrete and continuous spectral components. This spectral decomposition has made it possible to gain a physical insight into the imaging mechanisms, and to understand that imaging can involve subtle interactions between spectral components, and is not purely associated with coupling to SWs in the vicinity of the stopband frequency for proper bound modes. In fact, we have shown that the actual contribution of highly dispersive modes at the stopband can be insignificant, and that in some cases the CS plays the most important role in imaging. In particular, for an isolated WM slab, the optimum imaging is found when the CS field greatly dominates its DS counterpart. In the WM slab loaded with continuous graphene sheets, the contribution to the total field at the image is from the CS field (with the geometry shown in Fig. 10), previously studied at 900 THz (with the relative permittivity of silver as $-0.7029 - j0.2864$) is of a different physical nature as can be seen from Fig. 11.

**APPENDIX**

Here we present a summary of the results for subwavelength imaging obtained with a stack of alternating silver slabs (with the geometry shown in Fig. 10), previously studied in [7]. The stack consists of eight silver slabs of thickness $2d = 5\text{ nm}$, separated by air regions of the same thickness. The $y$-directed line source is positioned at $d = 2.5\text{ nm}$ from the first silver slab, and the image plane is at the same distance from the last silver slab in the stack. The imaging has been studied at 900 THz with the dielectric permittivity of silver interpolated from the measured data [58].

Following the formalism presented in Sections II and III, with the transfer function of the structure obtained by the transfer matrix approach [59], the magnetic field has been obtained at the image plane with the square normalized magnitude shown in Fig. 11. It can be seen the DS field, calculated from the contributions of a proper bound forward SW with $k_s/k_0 = 1.2316 - j0.2264$ plus a backward SW with $k_s/k_0 = -1.206 - j3.807$, strongly dominates the CS field and well approximates the total field in the vicinity of the image. This is somewhat consistent with the explanation of subwavelength imaging provided in [2] and [7] in regard to the excitation of coupled surface-plasmon polaritons at the interfaces of the silver slabs. Comparing with the canalization regime of the wire medium slab discussed in Section IV at 19 THz, where the DS field is negligibly small and the most contribution to the total field at the image is from the CS field [Fig. 4(d)], it can be concluded that the canalization of the near field of the source with the stack of silver slabs at 900 THz is found to be almost negligible with respect to the DS when the imaging effect is optimum.
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