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Wave Propagation Mechanisms for Intra-Chip
Communications
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Abstract—Fundamental wave propagation mechanisms for
intra-chip communications in a multilayered IC chip structure are
studied theoretically and numerically. The well-known Green’s
function representation in terms of branch cuts (continuous spec-
trum), residues (discrete spectrum), and direct source-receiver
radiation is used to clarify important wave processes for typical
intra-chip antenna structures. It is found that surface waves may
or may not provide the dominant propagation channel contribu-
tion, depending on frequency and chip structure. We generalize
the concept of multipath to include multiple spectral (e.g., discrete
and continuous) wave components, appropriate for the near- and
intermediate-field problems of interest for chip-scale propagation.
The effect of a guiding layer placed either below or above the
silicon substrate is considered. It is found that a guiding layer
can provide enhanced single-channel signal transmission via the
surface wave channel, and thereby reduce dispersion associated
with multi wave component effects.

Index Terms—Electromagnetic surface wave, Green function,
multilayered media.

I. INTRODUCTION

I N ORDER TO improve device performance, the continuous
downscaling of dimensions in CMOS technology leads to

great challenges for traditional metal line interconnects [1]. To
solve this problem, wireless interconnects and chip-area net-
works have been proposed for the development of ultra-large
scale integration (ULSI) or system-on-chip (SoC) architectures.
Recent research has focused on device designs and integrated
antennas for wireless interconnect applications [2]–[12]. How-
ever, aside from previous work in [9], [12], the basic propagation
mechanisms on integrated chip structures have not been care-
fully studied, despite their importance for the development of
intra-chip wireless communications.

In 1998, Kim and K. O studied the characteristics of inte-
grated dipole antennas on bulk, silicon-on-insulator (SOI) and
silicon-on-sapphire (SOS) substrates for wireless communica-
tion [8]. Measurements confirm signal transmission, and show
that the gain of an antenna pair on an SOS substrate is higher
than that on bulk and SOI substrates due to conduction loss and
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reflections from substrates. Later, Kim et al. proposed a plane
wave model to understand the propagation in an intra-chip com-
munication system [9]. They measured the gain from 6 to 18
GHz using two integrated dipole antennas separated by 5 mm
and mounted on a silicon wafer, with or without a bottom di-
electric layer. Results showed that the transmission gain can be
improved by inserting a low-loss dielectric layer between the
silicon wafer and ground plane. Guo et al. found from measure-
ments that inserting an aluminum nitride (AlN) layer, which
acts as a propagation medium, between a silicon wafer con-
taining integrated antennas and the ground plane improves the
antenna transmission gain by 8 dB at 15 GHz [10] (we support
this finding here). Kikkawa et al. studied the effect of silicon
substrates on the transmission characteristics of integrated an-
tennas, and found that the transmission gain can be improved by
increasing silicon resistivity [11]. Zhang and Chen have investi-
gated the propagation mechanism of radio waves over intra-chip
channels by measuring the S-parameters from 10 to 110 GHz,
and by considering path loss and delay spread [12]. They found
that the path loss exponent (PLE) of the intra-chip channel is
significantly lower than the free-space PLE, and that the time of
first signal arrival is significantly later than would be the case for
free-space propagation. Consequently, they concluded that the
dominant contribution to the received signal is through a surface
wave, rather than via space waves.

In general, there are several wave components that lead to
different propagation paths (both physical and spectral) in a
multilayer chip structure: a discrete spectrum, consisting of
surface waves guided by the layered medium [13]–[15], [16],
a continuous spectrum, representing radiation modes of the
layered medium [14]–[17] (which contain both propagating
and non-propagating spectra—radiative and reactive effects, re-
spectively), and, when a line-of-sight exists between source and
receiver, a direct space-wave radiation component. Each wave
component travels with different propagation characteristics
(phase/group velocity, attenuation), such that dispersion/distor-
tion and interference can become important issues.

In order to have a better understanding of the contributions
from different wave components to the total electric field, in
this work we use the Green function for a layered medium,
evaluated via complex-plane analysis, to separate the discrete
and continuous spectral field components. This model, con-
taining both physically different propagation paths (direct
radiation and guided energy), and multispectral components
(discrete and continuous spectra), can be considered to be a
generalization of the usual ray-based idea of multipath.

The complex-plane analysis of the Green’s function for lay-
ered media is well-known [13]–[15], and has been used exten-
sively in the past to both interpret propagation physics, and to
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obtain efficient methods for evaluating Sommerfeld integrals.
For example, in [18]–[24] representations of layered-medium
Green’s functions have been obtained in terms of combinations
of quasi-static and quasi-dynamic images, discrete complex im-
ages, surface waves, leaky waves, and various steepest-descent
representations. All of these methods lead to both numerical
efficiency (although with varying levels of ease in evaluation
and generality) and physical insight, and may be of use to the
intra-chip propagation problem studied here. In this paper we
use the residues-plus-branch-cut description, which, in addi-
tion to being exact, leads to a useful physical picture of the
relevant near- and intermediate-zone propagation physics for
the considered problem. The method and model are described
in Section II. Calculation results and analysis are provided in
Section III, and we summarize our conclusions in Section IV.

II. METHOD AND SIMULATION MODEL

The structure studied in this paper is a grounded multilayer
medium, shown in Fig. 1(a). Fig. 1(b) depicts the chip structure
of interest, with dimensions chosen to be the same as in [12].
A 633 thick grounded silicon wafer is covered by a 2
layer of silicon dioxide. The resistivity of silicon is taken to be 5

. In order to focus this study on basic propagation char-
acteristics of the intra-chip channel, we use a Hertzian dipole ra-
diator and determine the resulting electric field. Of course, the
gain characteristics of a specific antenna will have an impor-
tant influence on signal transmission and reception, and a va-
riety of integrated antennas (zigzag, linear, meander, etc.) have
been experimentally studied for intra-chip applications [3], [7],
[8], [12]. Furthermore, since vertically polarized antennas only
excite TM modes in a layered structure, whereas horizontally
polarized antennas excite both TE and TM modes [13], to keep
the propagation physics clear we assume a vertical Hertzian
dipole. Nevertheless, for frequencies where only the mode
is above cutoff, we obtain similar results to previous experi-
mental work on horizontal antennas, for reasons that are dis-
cussed later. Finally, the model assumes that the layered struc-
ture is laterally infinite and without any metal or other devices
on it. A real IC chip obviously has finite dimensions, and metal
lines or devices. Both the reflection and diffraction from the chip
edges and those obstacles will certainly change signal propaga-
tion, and tend to depolarize the signal. However, these effects
are beyond the scope of this paper. Moreover, since there is di-
electric loss in at least the Si layer, the reflection and diffraction
effects may play a small role for a suitably-large chip, although
we don’t attempt to estimate the required chip size so as to be
able to ignore edge reflection and diffraction.

The Green functions and electric field relationships for the
five-layer structure depicted in Fig. 1(a) are provided in the
Appendix.

The vertical electric field due to a vertical Hertzian dipole
when both the source and observation (field) points are in the
same layer is

Fig. 1. (a) General multilayered dielectric medium. (b) Simple oxidized silicon
substrate IC chip structure.

(1.1)

where all quantities are defined in the Appendix. The first term
is the direct source-to-receiver (line of sight) contribution, the
second term is a summation of residues associated with above
cutoff TM surface waves ( is the nth surface wave propaga-
tion constant), and the last term is an integral over the hyperbolic
branch cuts, representing the continuous spectrum, associated
with a continuum of radiation modes of the structure. This de-
composition of the field is exact.

It should be noted that the direct (line-of-sight) contribution
can be incorporated into the continuous spectrum (see (1.6),
which has no pole singularities). However, it is better to separate
out this contribution, when possible, to clarify the propagation
physics. To gain some understanding of the nature of the contin-
uous spectrum in this representation, consider the case of no di-
electric, so that we have a dipole source over a PEC plane. In this
case, the total field is due to the direct (line-of sight) term and
the radiation from an image dipole. In the spectral method, since
there will be no residues/surface waves in this case (a single
PEC plane cannot guide a surface wave, only a lossy conducting
plane can), and since we have already separated-out the direct
term, then the continuous spectrum must represent the image
contribution. When one adds a dielectric the situation is more
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complicated, since if we write the total field as the direct con-
tribution plus an “image” term, the latter is comprised of both
surface waves and the continuous spectrum.

III. RESULTS AND DISCUSSION

We first consider the four-layer structure consisting of
a ground plane, silicon, silicon dioxide, and air layers, as
shown in Fig. 1(b). For this case , and

in Fig. 1(a). In all cases the source is a vertical
Hertzian dipole carrying a 20 mA current, and both source
and observation points are in the top (air) layer. We assume

and 5 resistivity, and .

A. Dispersion

The vertical electric field as a function of frequency is shown
in Fig. 2 for a vertical Hertzian dipole source located in the air
region at the air- interface . The source is
located at , and the field is determined at the air-
interface at a lateral distance , which was the source-
receiver separation in several previous papers [3], [7], [8], [10],
[12].

It can be seen that the branch cut and direct radiation contri-
butions dominate over the residue (surface wave) contribution
below 10 GHz. This is because at these frequencies the field po-
sition is electrically very close to the source. For example, at
10 GHz , where is the wavelength in air. As
frequency increases becomes larger, and the residues may
be expected to provide the dominant contribution to the total
field. However, there are frequency spans where this is clearly
not true. From 0 to 25 GHz, and from 45 to 90 GHz, the surface
wave does not dominate the field, and both the branch cut and di-
rect radiation are important. Furthermore, the dip at 71 GHz oc-
curs due to destructive interference between the ground bounce
wave and the direct field, caused by the condition ,
where d is the thickness of the Si substrate and is the wave-
length in silicon.

The absence of a surface wave dominating the response in
the 45 to 90 GHz range can be understood by considering the
excitation amplitude of the surface wave, which is given by

in (1.1). Fig. 3(a) shows the absolute value of
the fundamental mode surface wave excitation amplitude at the
surface of a simple grounded dielectric slab having thickness

, when the source is also at the slab surface. Dif-
ferent values of lossless permittivity , 10, 30, 60 are con-
sidered.

Note that this amplitude is independent of radial distance
from the source. The dashed vertical lines show the condition

, where is the wavelength in the dielectric. Thus, the
surface wave excitation amplitude peaks in the vicinity of the
frequency where the corresponding slab thickness is a quarter
wavelength in the dielectric. This can be interpreted as the wave
traveling from the surface to the ground plane, and back to the
surface, incurring a phase shift of 180 degrees. The additional
180 degree phase shift at the ground plane leads to a construc-
tive interference, and a large excitation amplitude. The excita-
tion amplitude peak is not exactly at the point since
the dipole excites a spectrum of waves, and so we don’t have
simply a wave traveling vertically toward the ground plane.

Fig. 2. (a) and (b) Magnitude of the electric field � at the air-��� interface
(� � � ��, � � 	 ��) for the structure shown in Fig. 1(b). Fig. 2(c) Phase
of the total field (due to all wave components) for the same structure.

Fig. 3(b) shows the normalized surface wave propagation
constant for the TM fundamental mode of the
grounded slab. It can be seen that the quarter wavelength con-
dition corresponds to a region on the dispersion curve where
the propagation constant is dramatically increasing (for large
permittivity), such that the excitation amplitude peak is near
the knee of the dispersion curve.

Therefore, in Fig. 2(b) the reason that the surface wave pro-
vides the dominant contribution near 35 GHz is because its ex-
citation amplitude peaks there (in Fig. 3 the case is
close to silicon’s value, and peaks at a slightly higher frequency
than for silicon). The surface wave does not provide the dom-
inant contribution in the 45 to 90 GHz range because its exci-
tation amplitude falls off somewhat rapidly after 35 GHz, and
the next mode does not start to propagate till approximately
72 GHz. Based on phase coherence, we would expect the next
higher mode to have an excitation amplitude peak near where

, which would occur at approximately 103 GHz,
which indeed corresponds to the second peak shown in Fig. 2(b).
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Fig. 3. (a) Absolute value of the fundamental mode surface wave excitation
amplitude ����� � at the surface of a simple grounded dielectric slab having
thickness � � ��� �� for different values of permittivity, � � 	, 10, 30,
60. The dashed vertical lines show the condition � � ��
, where � is the
wavelength in the dielectric. (b) Normalized surface wave propagation constant
� �� (k is the wavenumber in the dielectric) for the TM fundamental mode

� � �� of the grounded slab.

Therefore, the second surface wave dominates the response in
the vicinity of its excitation peak, in the range 90 to 110 GHz
(this second peak is not shown in Fig. 3, which only shows the
excitation peaks for the fundamental mode).

Finally, it should be appreciated that, although the surface
wave excitation amplitude is very important, it does not tell the
entire story. For a lossless dielectric the surface wave decays
as , and the direct term goes as (the continuous spec-
trum can have different behaviors depending on the structure,
and may lead to lateral waves, etc.). Therefore, far from the
source the surface wave may dominate even at frequencies quite
different from its excitation amplitude peak. However, for lossy
dielectrics as considered here, the role of the surface waves in
the far field will be less important because of exponential atten-
uation of this component. For the near- and intermediate-field
problem of interest in this work, the frequency dependence of
the surface wave excitation amplitude perhaps plays the most
important role in accessing the dominance of the surface wave.

The phase of the electric field is shown in Fig. 2(c). A con-
stant linear phase profile is obviously desirable, otherwise sig-
nals will suffer distortion due to frequency dispersion. When
multiple wave components contribute to the field, generally the
phase will not have a constant linear profile, and, furthermore,
deep nulls can occur due to destructive interference (e.g., near
71 GHz). It is seen that the phase is quite non-linear below 20
GHz. Multiple wave components (branch cut, residues, and di-
rect radiation) lead to nonlinearities (for very small distances

from the source these can be thought of as capacitive and induc-
tive effects, rather than due to wave propagation). The phase
changes linearly between approximately 30 and 55 GHz, the
range surrounding the surface wave excitation peak (as seen
in Fig. 3(a), the peak is asymmetric, falling off more slowly
on the high-frequency side), but then becomes nonlinear. The
same highly nonlinear phase profile in the 60–70 GHz range
was found in the measured transmission phase in [12], even
though in that work horizontal polarization was used. Linearity
is somewhat restored after 80 GHz, but the slope changes after
approximately 90 GHz. The worst phase behavior is from 55 to
90 GHz, which, from Fig. 2(b), is the frequency span where mul-
tiple wave components contribute strongly to the field (this will
be discussed further in the next section). The same phenomenon
is also mentioned in [7] and [12]. This shows the importance of
achieving a mono-component propagation channel for signal in-
tegrity.

Multipath typically refers to a ray model, where the field con-
tributions come from signals that take different physical routes
to the receiver. For the near- and intermediate-field problem of
interest here, this concept needs to be generalized, since a ray
model is not as appropriate. In this case, there are actual multi-
path effects, such as interference between the direct source-to-
receiver radiation and the surface guided energy (which implic-
itly includes ground bounce terms), but there are also interfer-
ence effects due to multiple spectral (e.g., discrete and contin-
uous) components, leading to what we will call a generalized
multipath problem.

Parenthetically, it is worthwhile to note that, rather than de-
composing the spectral integral (1.8) as a sum of residues and
a branch cut, one may rewrite the spectral coefficients as a ray
series. For example, for a simple grounded dielectric character-
ized by and thickness , covered by a dielectric characterized
by , the spectral coefficient analogous to (1.9) is

(1.2)

where , are defined in the Appendix, and

(1.3)

The series form is obtained using the geometric series

(1.4)

with . For field positions sufficiently far from
the source, the resulting spectral integrals can be approximated
using, e.g., the method of steepest descents, in which case
it would be seen that the first term represents the reflection
from the interface, the second term represents the wave that is
transmitted into the substrate, reflects off of the ground plane,
and then comes back out into the air region, and the subsequent
terms represent an increasing number of “bounces” inside
the substrate. The resulting ray decomposition is also exact,
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Fig. 4. Magnitude of the electric field � at the air-��� interface �� �
� �	
 for the structure shown in Fig. 1(b).

although the spectral decomposition makes more sense for the
near- and intermediate-field problem considered here.

B. Relationship of Dominant Wave Component and Horizontal
Distance From the Source

In order to further investigate the behavior of the various wave
components, Fig. 4 shows the magnitude of the vertical elec-
tric field at three different frequencies, as horizontal distance
changes.

We assume that the source point and observation point are
both on the surface of the oxidized silicon , and
we let vary. At 15 GHz, , and so if we take

as a typical maximal chip dimension of interest,
then we are interested in the range . For 30
GHz, the range of interest is , and for 75 GHz,
since , we are interested in the approximate range

. At 15 and 30 GHz, only the mode is above

cutoff. At 75 GHz, two TM surface waves are above cutoff,
and , although the mode is dominant over the
mode.

It can be seen from Fig. 4 that for the 15 GHz case, in the
range , no single wave component approximates
the total field. For the surface wave becomes domi-
nant, but these lateral distances are typically not of interest for
intra-chip communications.

At 30 GHz, the surface wave dominates the field for essen-
tially all lateral distances of interest. For 75 GHz in the range
of interest , no single wave component domi-
nants the total field. Although this frequency is near a dip in the
frequency dispersion curve, as can be seen from Fig. 2(b), the
same comments about lack of a dominant surface wave would
apply for most frequencies in the range and

. Likewise, the dominance of the sur-
face wave field, as in Fig. 4(b) at 30 GHz, will be found typ-
ically in the range , and

. Thus, although surface wave contributions are
generally quite strong in layered media, given the small chip di-
mensions of practical interest, the problem is essentially a near-
and intermediate-field problem, and often no single wave com-
ponent dominates the response.

Previous measurement on this chip structure have shown that
the path loss exponent is approximately 1.4, much smaller than
2 (the PLE in air), pointing to the surface wave as an important
field constituent [12]. The findings in this work are complemen-
tary to those measurements, but point to a more complicated in-
terplay among various wave components. As frequency varies,
the distance at which the surface wave begins to dominate the
total field varies. There are many frequency spans where, as-
suming a maximum practical chip size of 20 mm, the surface
wave never dominates the total field (e.g., see Fig. 4(a) and (c)).
At other frequencies, in the span 25 to 45 GHz, and 90 to 110
GHz, the surface wave tends to dominate the field for rela-
tively small source-receiver separations [see, e.g., Fig. 4(b)],
due to the location of the surface wave excitation amplitude
peak. Therefore, for a given chip structure the frequency span
for mono-component wave propagation needs to be carefully
determined. The design of an intra-chip communication system
must account for these generalized multipath effects.

C. Relationship Between Dominant Wave Component and
Vertical Distance From the Source

The variation of the electric field with height above the
at lateral distances and 1.0 is shown in Fig. 5.

When and is small, all of the wave compo-
nents (discrete and continuous spectrum, and direct radiation)
contribute significantly to the total field. As increases, the
branch cut and surface wave contributions become equal and
opposite, and tend to cancel each other out, such that the direct
radiation term is dominant; however, the total field is very small.
For the value , when x increases, the branch cut and
direct radiation will contribute more than the residues, as shown
Fig. 5(c). Both Fig. 4 and Fig. 5 indicate that the dominant wave
component depends on the electrical thickness of the substrate,
and on the distances and .
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Fig. 5. Magnitude of the electric field � for two different frequencies, as a
function of height above the ��� for the structure shown in Fig. 1(b).

D. Propagation Improvement by Using Guiding Layers

Given the basic IC chip structure depicted in Fig. 1(b), a nat-
ural question arises as to if improvements in the structure can
be made that favor certain types of wave propagation. It seems
that a natural candidate for transmission enhancement is the sur-
face wave, since at many frequencies this is the strongest wave
component, and perhaps the easiest to control. Enhancement
of surface waves is exactly the opposite of what is desired for
typical microstrip antenna applications, where minimization or
elimination of surface waves is the objective [28]. A popular
method to suppress surface waves and achieve a resonant gain
structure is by using a dielectric superstrate over the antenna
[25]–[27]. Here we consider adding either a dielectric super-
strate or an additional substrate to enhance surface wave propa-

Fig. 6. Chip geometry including a bottom layer for enhanced waveguiding.

gation at a certain frequency, and numerically determine the op-
timum layer thickness for a given material. This was also done
experimentally in [9], [10], where a “guiding layer” was inserted
between the silicon wafer and ground plane to improve the gain
of the integrated antennas. In this section the effect of different
guiding layers on the electric field is discussed. In general, the
addition of a guiding layer will enhance surface wave propa-
gation, since, as the total thickness of the dielectric structure is
increased, more energy from a source tends to be carried by sur-
face waves. It must also be kept in mind that increasing the sur-
face wave component will tend to increase crosstalk (the intra-
chip channel is really a form of intentional mutual coupling
between two integrated antennas). Ideally, the intra-chip an-
tennas should more strongly excite surface waves than on-chip
devices. More to the point, on-chip devices should excite surface
waves to a sufficiently low degree that unintentional cross-talk
is manageable (intra-chip antennas should effectively utilize the
on-chip propagation channel, whereas on-chip devices should
not couple strongly to this channel). Strategies for eliminating
surface wave excitation, such as considered in [28], may be
useful in this regard.

We will consider the 15 GHz case, which was considered in
previous experimental work, and where, from Fig. 2(a), it can
be seen that all three wave components are important for the
original (unenhanced) structure.

1) Bottom Guiding Layer: We first consider a guiding layer
between the silicon and the ground plane [designated as a
bottom layer (BL)], and determine the electric field at 15 GHz
for the case of both transmitting dipole and observation point
located on the surface of the , as depicted in Fig. 6.

Two different kinds of material are chosen as the bottom
layer: glass, with and , and aluminum nitride
(AlN), with and . The permittivity of
several AlN materials fabricated by different companies was
measured in [29], and the average value was chosen for our
calculation. The electric field for the geometry that includes the
bottom layer, normalized by the field for the case of no bottom
layer, is shown in Fig. 7 and Fig. 8.

Fig. 7(a) shows the surface wave component of the electric
field with glass as a bottom guiding layer, normalized by the
field without the glass layer, for different values of the bottom
layer thickness. It can be seen that provides the
largest enhancement of the residue field. This value of glass
thickness also provides the largest enhancement of the total
field, as seen in Fig. 7(b). From Fig. 7(c), it can be seen that

Authorized licensed use limited to: University of Wisconsin. Downloaded on September 1, 2009 at 22:43 from IEEE Xplore.  Restrictions apply. 



YAN AND HANSON: WAVE PROPAGATION MECHANISMS FOR INTRA-CHIP COMMUNICATIONS 2721

Fig. 7. (a). Comparison between the residue component of the electric field
with glass as a bottom guiding layer �� � normalized by the same field com-
ponent without the glass layer �� �, for different values of the bottom layer
thickness; (b) shows the same thing as (a), except for the total field. (c) Non-nor-
malized field components for � � ���� 		 as the lateral source-receiver sep-
aration varies. (d) Comparison between the phase of the total field with a 0.85
mm glass BL and without a BL, for � � � 		. (e) Magnitude of the elec-
tric field � at the air-
�� interface for the structure shown in Fig. 6 with a
� � ���� 		 glass BL, � � � 		.

the enhancement of the total field is mainly due to the residue
enhancement, since the total field is dominated by the residue
contribution starting at a relatively small value of lateral separa-

Fig. 8. (a). Comparison between the residue component of the electric field
with AlN as a bottom guiding layer �� � normalized by the same field com-
ponent without the AlN layer �� �, for different values of the bottom layer
thickness; (b) shows the same thing as (a), except for the total field.

tion, (compare with Fig. 4(a), where for
the residue component to dominate the total field). This means
that the structure with a glass bottom layer having the correct
value of thickness can preferentially enhance the surface wave
at a given frequency, and lead to the reduction of generalized
multipath effects.

Fig. 7(d) shows that phase linearity is indeed improved at 15
GHz due to the addition of the bottom layer. However, as can be
seen from Fig. 7(e), this improvement holds near 15 GHz, and
at other frequencies a different value of bottom layer thickness
would be needed to optimize performance.

For the AlN bottom layer, the field can also be enhanced by
proper choice of the layer thickness as shown in Fig. 8. The
optimal thickness of the AlN layer that provides the largest en-
hancement of the surface wave and total field is 0.76 mm. In
[10], an improvement of 8 dB was measured using a 0.76 mm
AlN bottom layer, for a horizontally polarized antenna (which
will excite both TE and TM surface waves). From Fig. 8(b), we
compute a total field increase of approximately 7.04 dB for ver-
tical polarization.

Despite the polarization difference, this general agreement
makes sense because for this structure, at 15 GHz, only the
mode propagates (all TE modes are below cutoff), and so for
an antenna having either polarization, surface wave energy is
carried by the mode.

Finally, it should be noted that the cutoff frequency of the
second surface wave mode is 39 GHz for the glass guiding layer,
under conditions of optimal thickness 0.85 mm, and 37 GHz
for the AlN layer, for optimal thickness 0.76 mm. These cutoff
frequencies are obviously lower than the value for the orig-
inal structure (72 GHz), due to the increase of the total dielec-
tric thickness. These frequencies represent the limits for single
mode propagation.
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Fig. 9. IC structure with a waveguiding top layer (TL).

Fig. 10. (a). Comparison between the residue component of the electric field
with glass as a top guiding layer �� � normalized by the same field component
without the glass layer �� �, for different values of the top layer thickness.
(b) shows the same thing as (a), except for the total field.

2) Top Guiding Layer: In this section we consider a guiding
layer on top of the silicon dioxide [designated as a top layer
(TL)], as depicted in Fig. 9. The source dipole and field obser-
vation point are both located on top of the silicon dioxide layer,
as before, and the fields are determined at 15 GHz.

Glass and AlN are again chosen as the guiding layer material.
The electric field on top of the layer, normalized by the
field in a structure without a top layer, is shown in Fig. 10 for
glass and Fig. 11 for AlN.

When the glass is put on top of a silicon substrate, both the
electric field due to surface waves, and the total field are in-
creased. The optimal thickness corresponding to the largest en-
hancement is 3 mm for both the surface wave component and the
total field. This implies that a top guiding layer with correctly
chosen thickness can enhance the surface wave at a given fre-
quency. Note that the enhancement for the top guiding layer is
larger than that for the case of a bottom guiding layer, although
the top layer thickness is also much larger than the bottom layer

Fig. 11. Same as Fig. 10, except for AlN as the top guiding layer.

thickness. This is because the vertical surface wave field of the
dominant mode is maximum at the ground plane, and decreases
towards the air interface. Consequently, when the source is at
the top of the dielectric layer (in the case of an added bottom
guiding layer), the surface wave excitation is less than when the
source is near the middle of the dielectric layers (which occurs
in the case of an added top guiding layer).

For AlN as the top guiding layer, the enhancement is almost
twice as much as that for a glass top guiding layer at lateral dis-
tances smaller than . The optimal thickness corresponding to
the largest enhancement is 2.5 mm in this case, much thicker
than 0.76 mm when AlN is used as a bottom guiding layer. The
field attenuates with increasing lateral separation because of di-
electric loss in the AlN layer. The cutoff frequency of the second
surface wave mode is decreased to 20 GHz for 3 mm glass, and
17 GHz for 2.5 mm AlN, due to the addition of the much thicker
top guiding layer, defining the range for single mode propaga-
tion.

IV. CONCLUSION

Fundamental wave propagation mechanisms for intra-chip
communications in a multilayered IC chip structure have been
studied by determining the electric field due to a Hertzian dipole
source. An examination of the electric field as a function of fre-
quency for practical source-receiver separations shows that the
surface wave may or may not provide the dominant propaga-
tion channel, even on the substrate surface. Given the small di-
mensions of a typical IC chip, at most frequencies of interest
we need to consider the near- and intermediate-field problem,
where continuous spectral components (branch cut) and direct
radiation play important roles in propagation. This leads to a
generalization of the concept of the ray-model of multipath, to
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include multiple spectral (e.g., discrete and continuous) com-
ponents. The surface wave excitation amplitude is an important
factor in determining if the surface wave will dominate the field
at a given frequency.

The effect of a guiding layer placed either below or above the
silicon substrate has also been discussed. Both types of layers
can enhance fields. An optimal thickness of the guiding layer
can be found that preferentially enhances surface wave propa-
gation. The occurrence of such a mono-component propagation
channel is desirable from a dispersion standpoint, and to avoid
interference nulls due to multipath. For the short transmission
distances encountered on an IC chip, both glass and AlN guiding
layers lead to enhanced waveguiding.

APPENDIX

The electric field in region due to a current in region of a
multilayered medium as depicted in Fig. 1(a) is [30], [31]

(1.5)
where is the Kronecker delta function

(1.6)

with , (q is a radial wavenumber), and
. For convergence of the integral, and to ensure

the proper field behavior at infinity, we require
in the outermost region (the region in which , which
determines hyperbolic branch cuts in the complex q-plane [14].
Also

(1.7)

where

(1.8)

and . The coefficients
are determined by the specific structure of the layered medium.
The Hankel function represents radial propagation, since, for

The expression for the vertical field in the same layer as a ver-
tical Hertzian dipole is (1.1), obtained via
complex plane analysis (see, e.g., [14, Ch. 5,] or [15, Ch. 11]).

For the five-layer structure depicted in Fig. 1(a), when the
source and observation points are in the top region, the coeffi-
cient is

(1.9)

where

(1.10)

(1.11)

(1.12)

and is given in (1.13) at the bottom of page. Other coeffi-
cients are obtained for other source-observation point locations.

The terms involving are associated with TE modes, those
involving are associated with TM modes, and the terms as-
sociated with have both TE and TM mode contributions.
Since the residue and branch cut contributions associated with
a horizontal source are more complicated due to the excitation
of both TE and TM modes, here we have restricted attention to
the field . However, for completeness we mention that the
horizontal field in the same layer as a horizontal Hertzian dipole

is (1.14)

(1.14)

(1.13)
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